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Abstract. This paperdescribesanextensionto theMPI Standardthatoffersthe
potential to increaseperformancefor receiving messages.This extension,the
ready-mode receive, is thereceive-sideequivalentof theready-modesend.This
paperdescribesthesemanticsof this new receive functionanddiscussesthepo-
tential for performanceimprovementthat it offers.In particular, we discusshow
the currenttrend toward using intelligent network interfacesmay increasethe
potentialfor significantperformanceimprovement.

1 Intr oduction

In Februaryof 1996,the authormadean informal proposalto othermembersof the
MPI Forumfor anew receivefunctionthatofferedtheopportunityfor increasedperfor-
mance.At the time, theMPI Forumwasworking on additionsandchangesto version
1.0of theMPI Standard[1], which becameMPI version2.0 [2]. Theinitial reactionto
thisproposalwaslargelynegative,soamoreformalproposalwith supportingevidence
wasnever pursued.However, we believe that the proposedreceive function warrants
further investigationfor several reasons.In this paper, we describetheproposedfunc-
tion anddiscussthepossiblebenefitsit offers.We alsodiscusssomeof thearguments
thatwerepresentedagainstincludingthefunctionin theStandard.

Therestof this paperis organizedasfollows.The following sectiondescribesthe
new receivefunctionin detailanddiscussesthepossibleperformanceimplicationssur-
roundingit. Includedin this sectionis a summaryof the initial argumentsagainstthis
functionfrom othermembersof theForum.Section3 continueswith arebuttalof these
argumentsandpresentssomefurthermotivationsfor investigatingthepossiblebenefits
of thenew receiveoperation.We concludeby summarizingthekey pointsof this paper
in Section5 andprovideanoutlineof futureactivities in Section4.

2 The Ready-ModeReceive

The MPI version1.2 Standarddefinesfour differentmodesfor sendingdata.Eachof
thesemodeshasdifferentsemanticsandassociatedwith moving datathat affect how
the underlyingMPI implementationhandlesbuffering andcompletion.The standard-
modesendoperationhasno semanticguaranteesto buffering or completion.TheMPI
implementationis freeto useany bufferingstrategy (e.g.send-sideor receive-side)and
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completionmay or may not be tied to the existenceof a matchingpostedreceive at
thedestinationprocess.A buffered-modesendis alsofree to completeindependentof
activity at the receiver, but in this case,the sendingprocesshasgiven the MPI im-
plementationsufficient spaceto buffer the outgoingmessageshouldit needto. The
synchronous-modesenddoesnotcompleteuntil amatchingreceiveoperationhasbeen
initiated at the destination.In additionto datamovement,this sendmodeprovidesan
explicit synchronizationpointbetweentheprocesses.Finally, theready-modesendmay
not bestarteduntil a matchingreceive hasalreadybeenpostedat thedestination.This
modeofferstheopportunityfor increasedperformance.Sincethereceive is guaranteed
to be posted,the sendercanmake optimizationswith respectto avoid buffering and
avoidinghandshakeprotocolswith thereceiver.

Theready-modesendis theonly modewhosesemanticsaredrivenby performance.
It is anindicationfrom theapplicationprogrammerof anopportunityto avoid protocol
andbufferingoverheadin theinterestof increasedperformance.Thepossiblebenefitsof
ready-modeis fairly straightforward.Eliminatingintermediatebuffering,especiallyfor
large messages,savesresourcesandavoids the performancedegradationof memory-
to-memorycopies.Avoiding handshakingprotocolseliminatesthe extra overheadof
communicatingwith the destinationprocessbeforemoving the data.To someextent,
thesecostsarerelatively easyto measure.

In contrastto modesfor sending,thereareno equivalentreceive modesdefinedby
MPI for the semanticsassociatedwith messagereception.The semanticsof a receive
operationaredeterminedby thematchingsendoperation.For example,areceiveopera-
tion thatmatcheswith asynchronousmodesendneedsto generateanacknowledgment
to thesenderin orderfor thesendto complete.A receive operationthatmatcheswith
a standardmodesendmay not needto do anything to completethe send.Sincethe
semanticsof standard-mode,buffered-mode,andsynchronous-modeareall definedby
messagecompletion,it is appropriatefor the receive operationto determinewhat if
anythingneedsto bedoneaftera matchingmessagehasbeenfound.

However, this is not the casefor the receive operationthat matchesa ready-mode
send.For this operation,the semanticis definedby messageinitiation. That is, the
ready-sendcannotstartuntil a matchingreceive hasbeenposted.Similar to the opti-
mizationopportunityof a ready-modesend,the correspondingreceive operationthat
matchesa ready-modesendhasa possibleopportunityfor optimization.Sincethese-
manticsof ready-modesendguaranteethata matchingreceive hasbeenpostedat the
destination,thematchingreceiveoperationis guaranteedthatnomatchingmessagehas
yetarrived.For a ready-mode receive, thereis no needto searcha queueof unexpected
messagesfor a possiblematch.

2.1 Potential Benefits

The obvious potentialbenefitof the ready-modereceive is avoiding the time needed
to searchan unexpectedmessagequeuebeforepostingthe receive. This time canbe
dependenton several factors,but primarily dependson the averagelengthof the un-
expectedqueueand the costassociatedwith traversingit. This information is highly
dependenton theMPI implementationandthemessagepassingstructureof theappli-
cation.The performanceincreasemay be significantfor MPI implementationswhere
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thecostof searchinganqueueis relatively high or for applicationswhoseunexpected
queuecangrow relatively long.Unfortunately, norealdatafor thesetwo measurements
is readilyavailableor published.

For someimplementations,searchingan unexpectedqueuemay have sideeffects
beyondthetimewastedto performtheoperation.For example,someMPI implementa-
tions(e.g.[3, 4]) maintaintwo structuresfor maintaininganunexpectedmessagequeue.
Part of thequeueis maintainedby thenetwork interfaceandpart is maintainedinside
the MPI implementation.For our MPI implementationfor Portals3.0 [4], eventsre-
lated to unexpectedmessagesmust be maintainedin two separatequeues.Message
receiveeventsareplacedin aqueueby thenetwork interfaceandconsumedby theMPI
implementation.If MPI consumesan event from this queuethat doesnot matchthe
currentreceive operation,it musthold on to this event in a separatequeue.This could
potentially result in several unneededmemory-to-memorycopiesof messageheader
informationandpossiblydata.

Sincesearchinganunexpectedqueueandpostingareceivemustbeanatomicoper-
ation,theMPI library mustbeextremelycarefulto retainatomicity. As such,thetime
neededto posta receive is dependenton thefrequency of messagearrival. If amessage
arrivesafter theunexpectedqueueis search,but beforethe receive is posted,this new
messagemustbecheckedto insurethat it doesnot matchthereceive. If messagesare
continuallycomingin while astandardreceiveis beingposted,thepostwill bedelayed
until all of thereceiveshavebeenmadevisible to MPI andthenetwork hasquiesced.

Theperformanceof aready-modereceiveshouldbedeterministic.Addinganentry
to apostedreceivequeueshouldtakeafixedamountof time.This is unlikethestandard
receive mode,which must traversean arbitrarily long queueand possiblyexchange
protocol messageswith the sender. This deterministicbehavior may be beneficialto
applicationswheretheexchangeof messagesis moretightly synchronized,suchasin
somesoft real-timeapplications.Deterministicperformanceof postinga receive may
alsoenhanceperformancedebuggingby makingdetectionof performanceanomalies
easier.

Sincethe ready-modereceive is a fundamentaloperation,implementationswhich
do not have supportfor it cansimply usethe standardreceive operation.The ready-
modereceive offers an optimizationopportunity, but doesnot sacrificeportability or
correctnessfor thoseimplementationsthatdo not takeadvantageof theopportunity.

2.2 Drawbacks

A proposalfor a ready-modereceive functionwasnever formally broughtto theMPI
Forum.Initial feedbackon theMPI mailing list waslargelynegative,with a few mem-
bersadamantlyopposedto sucha function.Severalreasonswerecited.

First, theopportunityfor performanceis not readilyevidentor easilyquantifiable.
No datawasavailableto supporttheclaim that the ready-modereceive couldprovide
asignificantperformanceimprovement.It wasbelievedthathigh-performanceapplica-
tions,at leastthosethatwould beconcernedaboutsaving microsecondsby not search-
ing a queue,would have relatively shortunexpectedmessagequeues.And, if the un-
expectedqueuedoesgrow to a point wheresearchtime would besignificant,theMPI
implementationshouldconsiderusinga hashingfunctionto avoid a linearsearch.This
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approachwould increasethe time to insert the unexpectedinto the queue,but would
reducethetime neededto searchthequeue.

It wasalsopointedout that ready-modesendsarean optimizationintendedto ad-
dresslong messages,so saving a few microsecondsfor a communicationthat takes
ordersof magnitudelongeris of little or no gain.

As for deterministicperformance,it could be arguedthat for applicationswhose
communicationpatternsarerelatively consistent,thenumberof unexpectedmessages
is likely to below. An applicationthatwouldbenefitfrom thedeterministicperformance
of a ready-modereceive is unlikely to haveanunexpectedqueuelong enoughto cause
a largevariancein thetime neededto searchthequeue.

Aside from the technicalreasonsrelatedto performance,therewereotherreasons
not to considertheready-modereceive function.Thosemembersof theMPI-2 Forum
who participatedin the MPI-1 Forum indicatedthat the ready-modesendmodewas
acceptedinto the Standardby a very closevote.Many on the Forum did not seeany
realperformancebenefitfor ready-mode,andin aneffort to try to keepthenumberof
functionsfor datamovementminimal, did not supportit in thefirst place.The ready-
modereceivefunctionwasviewedasafurtheroptimizationfor amodethatwaslargely
unsupported.

Lastly, it was arguedthat an additionalreceive function would be too confusing
for applicationdevelopers.In 1996,applicationdevelopershadlimited experiencewith
MPI, andany semanticchangeto thebasicdatamovementoperationswasviewedasan
additionalobstaclefor applicationdevelopers.Theobviousdrawbackis that incorrect
useof theready-modereceivefunctionwouldcausenon-compliantprogramsandresult
in undefinedbehavior.

3 Curr ent Moti vations

At this point we have discussedthepotentialbenefitsanddrawbacksof a ready-mode
receive mode.We believe someof theoriginal argumentsagainsthave weakenedover
time.

The importantquestionof the performancebenefitsstill remainsopen.The need
for empiricalevidenceremains.We believe thattheneedfor investigationof theready-
modereceivehasgrowndueto theevolving networkingtechnologyto whichthecurrent
generationof MPI implementationsis targeted.

Commodityclustercomputinghasdisplacedproprietaryparallel systemsas the
mostpopularplatformfor high-endscientificandengineeringcomputing.Gigabitnet-
working technologythatutilizes intelligentor programmablenetwork interfacecards,
including Myrinet [5], Quadrics[6], and VIA [7], have characteristicsthat may in-
creasethe costof unnecessarilytraversingtheMPI unexpectedqueue.Thesenetwork
cardscurrentlyall usea PC’s PCI bus,which is a significantbottleneckto achieving
network performance.High-performancemessagepassinglayerstypically avoid cross-
ing thePCIbuswheneverpossible.UnnecessarilysearchingtheMPI unexpectedqueue
mayinvolvea significantamountof traffic on thePCI bus.This maybeespeciallytrue
for implementationsthat offload MPI functionality onto the network interfacecard,a
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practicewhich is becomingmorecommonas the computationalpower andmemory
capacityof network interfacescontinuesto increase.

We alsobelieve that advancedMPI implementationswill continueto move more
datamovementfunctionality from the user-spacelibrary down to intelligent or pro-
grammablenetworking hardware.As this happens,applicationsseekingthe highest
levelsof performancewill migratetowardthosefunctionsin MPI thatoffer greaterop-
portunityfor optimization,suchastheready-modesendandpersistentcommunication
mode.

In our experiencedevelopingandsupportingMPI implementationsfor large-scale
parallelmachines,we haveseenapplicationsthatrequirea significantnumberof unex-
pectedmessages.In fact,wehavehadto enhanceanimplementationsolelyonthebasis
of beingmoreflexible in supportinglargernumbersof unexpectedmessages,especially
asapplicationsarescaledupto thousandsof processes.Thenumberof unexpectedmes-
sagesincreaseswith thenumberof processesin thejob. We haveseenapplicationsthat
have exceeded1024unexpectedmessageson only a few hundredprocessors.Perhaps
it canbearguedthatsuchapplicationsarepoorlydesignedor structured.It maybepre-
cisely this type of applicationthat couldbenefitfrom restructuringusingready-mode
sendandreceive functions.

In addition to direct usageby applications,the ready-modereceive function has
many possibleusesin supportingcurrentMPI functionalityor otherpossibleextensions
to theStandard.

One possibleusein the MPI-2 one-sidedoperations.A possibleportableimple-
mentationof theMPI Win get() functionwouldbeto postareceiveandsendarequest
messageto the target.In this case,therewould beno reasonto searchtheunexpected
queueto seeif amatchingmessagehasalreadyarrived.Thisoptimizationmaydecrease
thelatency of thegetoperation,especiallyin thecaseof anon-blockingget.

Somecollectiveoperationsmaybeableto avail of theready-modereceiveaswell.
For example,MPI Allreduce and MPI Reducescatter functionsmay be stagedso
sucha receive needsto be postedbeforea requestor contribution of data is given.
Avoiding a searchof the unexpectedqueuein this casemay not provide any perfor-
manceimprovementsinceall collectivesarecurrentlyblockingoperations.Shouldfu-
ture versionsof MPI supportnon-blockingcollectives,a ready-modereceive may be
moreeffective.Nevertheless,sincethe ready-modereceive is a morefundamentalop-
eration,it mayprovideotherbenefitsbeyondraw performanceto thesecollectiveoper-
ations.

4 Future Work

We believe that the ready-modereceive functionmayoffer performancegainsfor ap-
plicationsusingtheready-modesend.We alsobelieve thatunnecessarilysearchingthe
MPI unexpectedqueuemayhaveresourcemanagementsideeffectsthatmayultimately
affectperformanceand/oreffectiveuseof resources.We intendto explorebothof these
issuesin moredepthandhopeto provideexperimentalresultsthatcanbeusedto deter-
minetheeffectivenessof theproposedreceiveoperation.
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Ideally, we would beableto find a real-world applicationthatcanbeusedto char-
acterizetheperformancebenefitsof the ready-modereceive.However, we alsointend
to gatherdatarelatedto theaveragelengthof theMPI unexpectedmessagequeuefor
differentapplicationsonvariousnumbersof nodes.

A standardAPI or extensionfor gatheringlow-level performancedatafrom within
anMPI implementationis currentlybeingdevelopedaspartof a researchprojectspon-
soredby the United StatesDepartmentof Energy’s AcceleratedStrategic Computing
Initiative (ASCI). This work is beingcarriedout in collaborationwith MPI Software
Technology, Inc., PallasGmBH, andIntel KAI. This portableinterfaceis intendedto
provideaccessto low-levelperformancedatainsideanMPI implementation,suchasthe
lengthof the unexpectedqueueandthe time a messagehaswaitedin the unexpected
queue.Wehopeto leveragethis interfaceto gatherparticularinformationthatrelatesto
theready-modereceive.

5 Summary

In this paper, we have proposedan extensionof the MPI Standardto supporta new
receive function, the ready-modereceive. This new function providesan opportunity
for improvingperformanceby avoidingtheunnecessarytraversalof anMPI unexpected
messagequeue.We have discussedmany advantagesof this new function and also
presentedmany argumentsthatdonotsupportit. Webelievethatmorein-depthanalysis
is neededto adequatelyevaluatethe effectivenessof a ready-modereceive function.
We intendto usea new interfacethat is beingdevelopedfor gatheringlow-level MPI
implementationdatato morefully understandthe implicationsandimpactof this new
receive function.
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